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Intel® Advanced Matrix Extensions (Intel® AMX)
DL Accelerator Performance Built Into Every Core

“Tiles”

2D Register Files

+
“TMUL”

Tile Matrix Multiply

Store bigger
chunks of data

Instructions that compute 
larger matrices in a single 
operation

4th Gen Intel® Xeon® 
Scalable processor

Sapphire Rapids

AVX512 FP64, FP32

VNNI INT8

AMX bfloat16, INT8



Position: AI Value Prop on Intel Xeon CPU   

Cloud Client

General purpose workloads AI workloads

Real-time video and audio

Group chat

Screen share

Recording

Real-time transcription

Speech translation

4th Gen Intel® Xeon® SP
beats the customer’s 

latency SLA goal

Latency

Meetings per 32 vCPU instance

<1s

>10

Background Replacement

Background Blur

Noise suppression

Echo cancellation



AI on Xeon with Hyperscalers
Joint Collaboration



AWS
GCR Compute GTM
Miley, Shih































Google Cloud
Solution Architect
Kimi Lo

























Intel Software Developer Tools
Flexible, Comprehensive, Open Software Stack – Powered by oneAPI

GPU AI Accelerators

Intel® Inspector

Intel® Fortran Compiler

Intel® MPI Library

Intel-Optimized AI Software Tools and 
Frameworks

Data Analytics at Scale:

DL Inference and  Training:

Classical ML:

Intel®
Neural 

Compressor

Direct Programming:

Performance Libraries: oneMKL oneDNN oneDAL oneCCL oneTBB oneDPL

Hardware Interface – oneAPI Level Zero

Intel® IPP

Download at intel.com/oneAPI or run tools on the Intel® Developer Cloud at cloud.intel.com    

Compilers: Intel C++/DCC++ Compiler

Tools Intel® VTune™ Profiler Intel® Advisor
Intel® DPC++/C++ Compatibility 

Tool
Intel® Distribution for 

GDB
Intel® Distribution for 

Python

CPU GPU FPGA

C++ with SYCL C++ Python OpenMP

*Other names and brands may be claimed as the property of others. SYCL is a trademark of the Khronos Group Inc.

Intel® Trace Analyzer & Collector

Intel® Open Volume Kernel 
Library

Intel® Embree

Intel® Open Image Denoise

Intel® Open Path Guiding Library

Intel® OSPRay

https://www.intel.com/content/www/us/en/developer/tools/oneapi/overview.html#gs.iicfss
http://cloud.intel.com/


Container plug-ins – runtime, storage, network

VMWare vSphere (vSphere Networking + AVI)

Kubernetes  Redhat OpenShift

Data Acquisition, Preprocessing Feature Engineering

Data Analytics at Scale

with Intel Optimizations (IPEX, ITEX, ITREX, IDEX, BigDL LLM)

Optimized Frameworks and Middleware

Training Operator (MPI)

TensorFlow Serving

Kubeflow Pipelines

Jupyter Notebooks

OpenVINO Model Server
Model 

Development
Model 
Serving

SW 
Infrastructure

HW 
Infrastructure

oneDNN oneMKL oneDAL Intel® MPIoneCCLIntel OpenMP

Intel® AI Software is Enterprise Ready

Model Training, Inference

Intel GPUs
Intel CPUs
with built-in AI accelerators

Intel Ethernet

Upstream



Framework Level Optimization For AI/LLM 
Performance on Intel Hardware - IPEX

• Intel® Extension for PyTorch* (IPEX) : Extends 
PyTorch optimizations for an extra performance 
boost on Intel hardware

• Optimizations take advantage of Intel® AVX-512, 
VNNI and Intel® AMX on Intel CPUs as well as 
Intel Xe Matrix Extensions (XMX) AI engines on 
Intel discrete GPUs

• Installation: Easy for installing 
→ pip install/docker image deployment

• Utilization: Adoption easily with
only few code change needed

Source: https://intel.github.io/intel-extension-for-pytorch/#introduction



Framework Level Optimization For AI/LLM 
Performance on Intel Hardware – ITEX

• Intel Extension for TensorFlow (ITEX): 
Provides users to flexibly plug an XPU
into TensorFlow showing the computing 
power inside Intel’s hardware

• Up-streams several optimizations into 
open source TensorFlow

• With NO CODE change when deploying 
ITEX to boost AI WL performance on 
Intel CPU & GPU

Source: https://www.intel.com/content/www/us/en/developer/articles/technical/introduction-to-intel-extension-for-tensorflow.html



Framework Level Optimization For AI/LLM 
Performance on Intel Hardware - ITREX

• Intel Extension for Transformer (ITREX): 
Designed to accelerate GenAI/LLM 
everywhere with the optimal 
performance of Transformer-based 
models on various Intel platforms, 
including 

- Intel CPU 
- Intel GPU
- Intel Gaudi2

Source: 

https://github.com/intel/intel-extension-for-transformers/blob/main/docs/architecture.md

https://github.com/intel/intel-extension-for-transformers?tab=readme-ov-file

https://github.com/intel/intel-extension-for-transformers/blob/main/docs/architecture.md


Framework Level Optimization For AI/LLM 
Performance on Intel Hardware - IDEX

• Intel® Extension for DeepSpeed (IDEX): 
Extension that brings Intel GPU (XPU) 
support to DeepSpeed.

• DeepSpeed would automatically use 
IDEX when it is installed as a python 
package. 

• After installation, models ported for 
DeepSpeed Accelerator Interface that 
run on DeepSpeed could run on Intel 
GPU device

Source:

https://github.com/Microsoft/DeepSpeed

https://github.com/intel/intel-extension-for-deepspeed?tab=readme-ov-file



Framework Level Optimization For AI/LLM 
Performance on Intel Hardware – BigDL LLM

• BigDL LLM: Library for running LLM on 
Intel XPU (from Laptop to GPU to Cloud) 
using INT4/FP4/INT8/FP8 with very low 
latency (for any PyTorch model).

• 40+ model have been 
optimized/verified on bigdl-llm including 
LLaMA/LLaMA2, ChatGLM/ChatGLM2, 
Mistral, Falcon, MPT, 
Baichuan/Baichuan2, InternLM, QWen



AI on Intel Xeon: Accelerate Llama 2 with 
Intel® AI Hardware and Software Optimizations

• Criteria: Next (2nd) Token Latency < 100ms

• Optimized with Intel Extensions for PyTorch (IPEX)

Source: https://www.intel.com/content/www/us/en/developer/articles/technical/accelerate-llama2-ai-hardware-sw-optimizations.html
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