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Notices and Disclaimers

For notices, disclaimers, and details about performance claims, visit
www.intel.com/Performancelndex or scan the QR code:

© Intel Corporation. Intel, the Intel logo, and other Intel marks are trademarks of Intel Corporation or
its subsidiaries. Other names and brands may be claimed as the property of others.
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Intel® Advanced Matrix Extensions (Intel® AMX)

DL Accelerator Performance Built Into Every Core
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Position: Al Value Prop on Intel Xeon CPU

intel. intel .
: ‘ intel

XeON CORE CORe::

ULTRA
General purpose workloads Al workloads
Real-time video and audio \—> Real-time transcription
Background Replacement
Group chat

» Speech translation

Screen share Background Blur

Recording

\ 4

Noise suppression

4 Latency

e p(j——

<1s

\ 4

Echo cancellation

4th Gen Intel® Xeon® SP

beats the customer’s
latency SLA goal

Meetings per 32 vCPU instance

p 0]

191 =) FAY
summit



Al on Xeon with Hyperscalers

Joint Collaboration

intel Al
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AWS

GCR Compute GTM
Miley, Shih
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Demystifying generative Al on
AWS

Miley Shih
Compute Go-To-Market Specialist
AWS

adws
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Trends in Al/ML innovation

il O 2

Growth in LLMs Faster time to solution with Open-source momentum
Rapid growth of large language pretrained FMs Increased momentum from
models (LLM) based on Data scientists no longer need to industry offering open-source,
transformer architectures train models from the ground up pretrained models
aws & 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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Rise of foundation models — What has changed?

f
A
6B
2019-2022

5B o
& 4B [— 1 B
= b
© 2B
a increase in size of model

2B as measured by number

- of parameters

>
2019 2021 2022
Year



Broadest and deepest compute platform choice

CATEGORIES

General purpose
Burstable
Compute intensive
Memory intensive
Storage (High 1/0)
Dense storage
GPU compute

Graphics intensive

dWs

f —

CAPABILITIES

Choice of processor
(AWS, Intel, AMD)

Fast processors
(up to 4.0 GHz)

High memory footprint
(up to 12 TiB)

Instance storage
(HDD, SSD, NVMe)

Accelerated computing
(GPUs and FPGA)

Networking
(up to 100 Gbps)

Bare Metal

Size
(Nano to 32xlarge)

© 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved.

OPTIONS

Amazon EBS

Amazon Elastic Inference

MORE THAN

750+

INSTANCE TYPES

for virtually every
workload and
business need




How do | access foundation models?

Q q I SageMaker Jumpstart

Model hub, deploy, fine-tune
Fine-tune
API
.ﬂ Layer
SageMaker
a® —
=¥

Prompt / text
embedding

Endpoint

Foundation Models

SageMaker
Training and
Inference

Foundation Prompt / text
Models embeddings

. Accelerated Computing
Fine-tune Trn1(n), Inf2, P4d, P5

Amazon Bedrock Amazon SageMaker JumpStart
- The easiest way to build and scale generative Al « ML hub with FMs, built-in algorithms, and
applications with FMs prebuilt ML solutions that you can deploy with
« Access directly or fine-tune foundation model et a et
using API - Deploy FM as SageMaker endpoint (hosting)
« Serverless « Fine-tuning leverages SageMaker training jobs

« Choose SageMaker managed accelerated

computing instance
aws

® 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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AWS Al/ML stack

p
\
BUSINESS PROCESSES SEARCH CONVERSATION CODE + DEVOPS INDUSTRIAL HEALTH
Amazon Personalize Amazon Kendra Amazon Lex Amazon CodeGuru Amazen Monitron Amazon HealthLake
SPECIALIZED Amazon Forecast Amazon Transcribe Call Analytics Amazon CodeWhisperer Amazon Lookout for Equipment Amazon Comprehend Medical
Amazon Fraud Detector Contact Lens Amazon DevOps Guru Amazon Lookout for Vision Amazon Transcribe Medical
Al Amazon Lookout for Metrics Voice ID Amazon HealthOmics
SERVICES J
'd
TEXT SPEECH VISION
CORE Amazon Translate Amazon Comprehend Amazon Polly Amazon Transcribe Amazon Textract Amazon Rekognition AWS Panorama
. -
.
i
g \
GROUND TRUTH el
CANVAS STUDIO LAB . . ) EDGE MANAGER
AMAZON No-code ML for Learn ML ELENEE] Prepare data . Train models Deploy in production )
SAGEMAKER Pusiness analysts Geospatial ML Build with notebooks Manage edge devices
Store features Tune parameters Manage and monitor
Cl/CD | GOVERNANCE | RESPONSIBLE ML
p
ML FRAMEWORKS AWS AWS Habana
| PyTorch, Apache MXNet, TensorFlow Amazon EC2 ‘ CPUs ‘ GPUs ‘ Inferentia Trainium Gaudi FPGA

& INFRASTRUCTURE

aws

U

& 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved.




Why customers choose to run ML workloads on
Kubernetes

oA o 7a AT

Highly Improved resource Org Open source
scalable utilization standardization community

aws
2



Application level challenges for ML workloads

+* No K8s built-in ML APIs

% ;;3 +» Data scientists are not K8s experts ‘g‘

% Following MLOps best practices

dWS
2



JARK stack on Amazon EKS - Opinionated stack
for end-end ML orchestration

JARK

Learn more

Kubernetes

dWS
-]



What does an Amazon EKS cluster look like?

o — = , AWS managed control plane

| | | |
| @ = & i ||R : - '
: & e - R * Highly available, single-tenant Kubernetes
INetwork Load Bal.ancerI : NLB : i
T T T PR ity g R e LR T API server and etcd database
o
PEL HE
' API S Ll e
B s 1R Cluster compute
o @ :
P Le ol * Self-managed EC2 instances
e e ittt 11 B I} Run in your account, customer managed,
: {:ué oy {:é HEES maximum flexibility/configurability
- - -t 1) * EKS managed nodes
B R = | L e 1| ™ Run in your account, AWS-managed provisioning
aam e o and instance lifecycle
) { : FManagecl Node Group E I__L—|I i Fargate L CS) . Ka rpenter '
2 Tk {:} {:} {:E ! Ul . Serverless: 3 Customer-managed, cutting edge, open-source
Q| Selfmanaged | ncfiice nstance nstance | pu AR, ) Compute ?ﬂ' node provisioning and cluster autoscaling
=  AWS Fargate
Serverless, right-sized compute; AWS-managed
OS, container runtime; storage/monitoring
plugins; granular, pod-based billing
aws & 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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Innovating with Intel

17 years of collaboration with AWS

-d DS fo)
S 0

COLLABORATION INTEGRATION FASTEST
Deep engineering collaboration Over 400 Amazon EC2 instances Fastest processor in the cloud and widest
across the AWS portfolio are powered by Intel processors selection of Sapphire Rapids instances

STORAGE - HPC- GENERAL COST-OPTIMIZED COMPUTE - MEMORY - 'HIGH-PERFORMANCE
OPTIMIZED OPTIMIZED PURPOSE GENERAL PURPOSE OPTIMIZED OPTIMIZED MEMORY OPTIMIZED

aws © 2023, Amazon Web Services, Inc. or its affiliates. All rights reserved.
\—;7



Vectorization on m7i / m7i-flex Instances

Intel® Advanced Matrix Extensions (Intel® AMX)

85 int8 ops/cycle/core 256 int8 ops/cycle/core 2048 INT8 ops/cycle/core
with 2 FMA with 2FMAs Multi-fold MACs in one instruction

| G J e | S |

.+.

DL Accelerator
Performance Built
Into Every Core

aWS ® 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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Generative Al and LLM’s on M7i with Intel® AMX (Advanced Matrix Extensions)

» Large Language models (LLMs) are trained on >1T tokens (words/sub-words) with billions to a few trillions of parameters.
» Recently, medium-sized models (<13B) showed that they can match the largest models in terms of accuracy in specific use cases

« This data* shows that M7i/C7i/R7i can deliver < 50ms latency for sub-10B parameter models and <100ms latency for sub-20B parameter models

Llama2 7B INT8 Prefill latency(ms), Batch size 1, Llama2 7B INT8 Decoding latency(ms), Batch size 1,
Greedy Search, on m7i.16xlarge (Lower is Better) Greedy Search on m7i.16xlarge (Lower is Better)
L
e o £ Intel® Neural
_, -
= g Chat #1in 7B
° & Open LLM
= - Leaderboard!
- 200 300 2 37 38 39 40
Prefill / 1st Token Latency Decoding / 2nd Token latency P 4
\J PyTorch
Llama2 13B INT8 Prefi-ll latency(ms), Bach size 1, Llama2 13B INT8 Decoding latency(ms), Batch size 1, +
Greedy Search, on m7i.16xlarge (Lower is Better) Greedy Search on m7i.16xlarge (Lower is Better) IPEX
s | £ |
g 256 218 g 256 72
< = Intel® Neural
Q
§ 1024 | | 800 § 1024 | | | _| | 76 Compressor
- | | Y
£ 0 200 400 600 800 1000 £ . Intel®
Prefill / st Token Latency Decoding / 2nd Token latency Transformers
Extension

*NOTE: GenAl and LLM's are a fast-evolving domain, software optimizations to enable Intel® AMX to handle even larger models are ongoing

aWS © 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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Thank You

aWS © 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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Google Cloud

Solution Architect
Kimi Lo
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Google Cloud

ER{reELE Al H A Intel + GCP

Intel Al Summit

GCP Kimi Lo

InfraMod Solution Architect



Our C3 machine series for general-purpose workloads

demanding workloads Performance-intensive workloads
Business Media In-memory
Dev / test intelligence apps  Ads servers transcoding HPC Analytics Inference
I ——
Back office Databases Data Game SAP HANA Flash-optimized Al /ML
apps analytics servers databases
: . Highest ‘
Cost-savings 2 Consistent Best perf/$ for Very large Very large
a priority Mostfiexdbie performance L scale-out J perf(o:[rar{;:nce J L memory ‘ L storage J ‘ GHOs ’
V9 4\ e - v, A 4
E2 N1, N2 e L T2D, T2A J C2,C2D L il t 23 | L A2, G2 J
A\ N y e _4 k. 4 4 .
| General Purpose Workload-optimized
N Y & S/




Target workloads

C3 delivers highly consistent and balanced performance. This makes it the default choice for
general-purpose workloads that cannot tolerate performance variability.

(= |
Lo — [
Web & app servers Databases & caches Game servers Media streaming
N i1
B = : :
N LB A
Ad servers Data analytics Network appliances ML inference




C3 Advanced Maintenance Experience

Maintenance controls for customer’s most sensitive workloads

Initial Uptime Frequency Notifications Control

Deploy and get
started on your
workloads with the
confidence

We guarantee that
your workload will run
uninterrupted from
planned maintenance
monthly

Consistency is critical,
and providing reliable
maintenance
schedules is key

We guarantee that
your workload will
remain uninterrupted
from planned
maintenance monthly

Stay informed of
upcoming & ongoing
maintenance of your
workloads

Receive maintenance
notifications on your
workloads up to 7 days
in advance

Perform maintenance
when it best fits your
company’s schedule

Simulate maintenance
to understand &
prepare your
workloads

Integrate gcloud APIs
with your preferred
automation for
scalable
management




Leading-edge performance

Compute & Memory

Networking

e  First cloud with Intel Sapphire e Google IPU with network
Rapids (up to 176 vCPU) offloads
e DDR5 memory 50% faster e Dedicated network

than DDR4 (up to 1.5 TB)

e Three memory configs

processing improves VM
consistency & minimizes jitter

(2, 4, 8GBNCPU) e Enables up to 200 Gbps (2x

e New AMX accelerator for up

C2,N2)

to 12x perf vs. AVX-512 e 3x higher PPS vs. Gen 2 with

lower VM-VM latency and

Storage

Hyperdisk Extreme with up
to 350k IOPS (10x vs. C2)

Hyperdisk Balanced and
Throughput coming Q323

Local SSD on c3-standard
with slice-of-hardware
3/6/12TB shapes




Performance proof points

C3vs.C2

C3 Price/Performance Improvement
B C28vCPU | C38vCPU

2.00
1.50
1.00

0.50

Relative Performance

0.00
NGNIX MySQL Redis

Application Benchmark

Hadoop TeraSort

C3 pricel/perf on avg. up to 28% better than AWS Céi
e Intel Sapphire Rapids vs. Ice Lake (2021)
e  Web serving and Redis shine

C3 price/perf on avg. up to 35% better than C2 & N2-CLX
e Intel Sapphire Rapids vs. Cascade Lake (2019)
e Web serving, redis, databases, hadoop, game servers

C3 pricel/perf up to 10% better than N2-ICX
e Intel Sapphire Rapids vs. Ice Lake (2021)
e Web serving, databases shine




AMX Performance Proof Points

Intel Bare Metal - Source

Improves inference performance 5.7-10x vs. Intel Ice Lake

12
” 00 e
8.61 -
8 athGen
619 6.25 6.24 il Xnon Plstintany
6 5.70 wm
: I I =
Intel Xeon Platinum
2 8380 processor (FP32)
0 .
ResNeXtiOl 32x16d ResNet-50 v1.5 BERT-arge Mask R-CNN | RNN-T SSD-ResNet-34
Image classification NLP Image seqr t 5 gnition Object detoction
Improves training performance 3.5-10x vs. Intel Ice Lake
12
10.3
]0 PyTorch
New:
8 4thGen
Intel Xeon Platinum
6 54 Gntel X B)
4 4 45
4 35 Baseline:
3rd Gen
Intel Xeon Platinum
0
ResNet-50v15 BERTHarge DLRM Mask R-CNN SSD-ResNet-34 RNN-T
Image classification NLP e e Image segmentation |  Object dotecti Speach recognition

*Benchmarks based on Intel bare metal;
GCE VM performance may vary. Source




AMX Performance Proof Points

GCE VMs - Source

Improves BERT (NLP) performance up to 12x vs. AVX-512

B C3AVX-512 [ C3 AMX
12.00

10.00
8.00
6.00
4.00
2.00

0.00

BERT (BF16) BERT (INT8)

Benchmark

Improves ResNet (Vision) performance up to 5.6x vs. N2

B N2-Cascade Lake [ C3 AMX
6.00

4.00

2.00

0.00

ResNet50 (BF16) ResNet50 (INT8)

Benchmark




Intel Advanced Matrix Extensions (AMX)

Available on C3

Built-in accelerator for ML training and inference

New to Intel Sapphire Rapids

Target applications

Q

o

o

Natural Language Processing
Recommendation Systems
Image Recognition

Object Detection
Media/Video Analytics

7/» paloalto

NETWORKS

"At Palo Alto Networks, we develop and deploy deep learning models
for inline threat detection in our customers' network traffic. Inference
latency is critical for our Al workloads. By adopting C3 VMs with Intel
Sapphire Rapids and the new AMX instruction set for Al, we are
seeing 2x performance for some of our inline models, compared to
the previous generation N2 Ice Lake VMs."




To be continued !!
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intel.

HPC
TOOLKIT
Intel® Fortran Compiler
Intel® MPI Library
Intel® Inspector

Intel® Trace Analyzer & Collector

intel.

BASE

TOOLKIT
oneAPI

intel Al
summit

Intel Software Developer Tools

Flexible, Comprehensive, Open Software Stack — Powered by oneAPI

Zizvooin ] pandas N NumPy S sciry

Data Analytics at Scale:

DL Inference and Training:

T TensorFlow O PyTorch

dmlic
.@,. XGBoost

Classical ML:

Intel® DPC++/C++ Compatibility

Tools Intel® VTune™ Profiler

Tool Intel® Advisor
Performance Libraries: oneMKL oneDNN oneDAL oneCCL
Direct Programming: C++ with SYCL C++ Python OpenMP
Compilers: Intel C++/DCC++ Compiler

Hardware Interface — oneAPI Level Zero

CPU GPU FPGA

©penVIN®

Neural
Compressor

@ python’

Intel® Distribution for
GDB

oneTBB

Download at intel.com/oneAPI or run tools on the Intel” Developer Cloud at cloud.intel.com

intel

RENDERING
TOOLKIT

Intel® Embree

Intel® Open Image Denoise

Intel® Open Volume Kernel
Library

Intel® Open Path Guiding Library

Intel® OSPRay

Intel® Distribution for
Python

oneDPL Intel® IPP

oneAPI

POWERED


https://www.intel.com/content/www/us/en/developer/tools/oneapi/overview.html#gs.iicfss
http://cloud.intel.com/

Intel” Al Software is Enterprise Ready

Data Acquisition, Preprocessing (_D Feature Engineering
Data Analytics at Scale Upstream Optimized Frameworks and Middleware
P g Y~
:S:TSciPy T TensorFlow ¢ PyTorch ®penVIN® .@n ..
1 y e ® ®
|:;| pandas Nz NumPy ¥ LightGBM XGBoost ,I@ deepspeed
with Intel Optimizations (IPEX, ITEX, ITREX, IDEX, BigDL LLM)
meJAPI oneDNN oneMKL oneDAL Intel OpenMP oneCCL Intel® MPI
Kubeflow Pipelines Training Operator (MPI) OpenVINO Model Server
Model Model
Development T B Servin
Jupyter Notebooks TensorFlow Serving g
SW @ Kubernetes Redhat OpenShift
Infrastructure
- Container plug-ins — runtime, storage, network
@ VMWare vSphere (vSphere Networking + AVI)

HW .E 1t Intel CPUs
Infrastructure 1 I with built-in Al accelerators [ow Intel GPUs @P Intel Ethernet
intel Ai
summit




Framework Level Optimization For Al/LLM
Performance on Intel Hardware - IPEX

Resnet50 * Intel® Extension for PyTorch* (IPEX) : Extends
PyTorch optimizations for an extra performance
boost on Intel hardware

import torch
import torchvision.models as models

Optimizations take advantage of Intel® AVX-512,
VNNI and Intel® AMX on Intel CPUs as well as
Intel Xe Matrix Extensions (XMX) Al engines on
Intel discrete GPUs

UOISUS)XT awiiuNy
o

* Installation: Easy for installing
—> pip install/docker image deployment

with torch.no_grad():

o
% d
c La
(@]

model{data)

print(“Execution finished") ® Utilization: Adoption eaSily With
only few code change needed

Source: https://intel.github.io/intel-extension-for-pytorch/#introduction

intel Ai
summit



Framework Level Optimization For Al/LLM
Performance on Intel Hardware — ITEX

* Intel Extension for TensorFlow (ITEX):
Python API Provides users to flexibly plug an XPU
into TensorFlow showing the computing

Extension Intel Advanced . .
TensorFlow public AP power inside Intel’s hardware

+ Up-streams several optimizations into
NS open source TensorFlow

E= ESN =Y
* With NO CODE change when deploying

Intel® Extension for TensorFlow* architecture I ::|;Tw e ITEX to bOOSt AI WL performance on
Intel CPU & GPU

e: https://www.intel.com/content/www/us/en/developer/articles/technical/introduction-to-intel-extension-for-tensorflow.html

|nteIA|
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Framework Level Optimization For Al/LLM
Performance on Intel Hardware - ITREX

Text-to-image

Applications .
PP Generation

Text Generation

Sentiments Analysis

More Applications

* Intel Extension for Transformer (ITREX):
Designed to accelerate GenAl/LLM
everywhere with the optimal
performance of Transformer-based
models on various Intel platforms,
including

Model Compressions (Quantization, Distillation, Sparsity, etc.) Domain Algorithms (e.g., SetFit)

Algorithms

Tools/Libs Intel Neural Compressor Hugging Face Transformers

Compression-aware

Frameworks Neural Engine

TensorFlow, PyTorch, ONNX Runtime, OpenVINO

Intel CPUs & GPUs

Validated Hardware + Validated Software

Intel CPU

Fine-Tuning Inference

Intel GPU

Intel Gaudi2

Source:

https://github.com/intel/intel-extension-for-transformers/blob/main
https://github.com/intel/intel-extension-for-transformers?tab=readme-ov-file

|nteIA|
summit

Hardware

Intel Gaudi2

Intel Xeon Scalable Processors

Intel Xeon CPU Max Series
Intel Data Center GPU Ma
Intel Arc A-Series

Intel Core Processors

Fine-Tuning
Full PEFT
v v
v v
v

v

Inference
8-bit

WIP (FP8)

« (INT8, FP8)
« (INT8, FP8)
WIP (INT8)
WIP (INT8)

« (INT8, FP8)

« (INT4, FP4, NF4)
« (INT4, FP4, NF4)
 (INT4)
 (INT4)

' (INT4, FP4, NF4)

Softw

PyTor

are
Full

2.0.T+cpu,
ch
2.0.1a0 (gpu)

ension for 2.1.0+cpu,
2.0.110+xpu

4.35.2(CPU),

Transformers

4.31.0 (Intel GPU)

Synapse Al

Gaudi2

driver

intel-level-zero-gpu

8-bit

2.1. ()+Lpu

4-bit

2.1.0+cpu,

2.0.1a0 (gpu)

2.1.0+cpu,
2.0.110+xpu
4.35.2(CPU),
4.31.0 (Intel GPU)

2.0.1a0 (gpu)

2.0.110+xpu

4.35.2(CPU),
4.31.0 (Intel GPU)

1.13.0



https://github.com/intel/intel-extension-for-transformers/blob/main/docs/architecture.md

Framework Level Optimization For Al/LLM
Performance on Intel Hardware - IDEX

* Intel® Extension for DeepSpeed (IDEX):
Extension that brings Intel GPU (XPU) =
support to DeepSpeed.

* DeepSpeed would automatically use deepspeed
IDEX when it is installed as a python
package.

. . Contributed HW support
e After installation, models ported for

DeepSpeed Accelerator Interface that

Contributor Hardware i .
run on DeepSpeed could run on Intel Name validated validated
G P U d evi Ce Intel Intel(R) Xeon(R) Processors cpu es Yes

* DeepSpeed now support various HW accelerators.

Accelerator Contributor Upstream

Intel(R) Data Center GPU Max )
Intel . xpu es No
series

Source:
https://github.com/Microsoft/DeepSpeed
https://github.com/intel/intel-extension-for-deepspeed?tab=readme-ov-file

|nteIA|
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Framework Level Optimization For Al/LLM
Performance on Intel Hardware — BigDL LLM

e BigDL LLM: Library for running LLM on
Intel XPU (from Laptop to GPU to Cloud)
using INT4/FP4/INT8/FP8 with very low
latency (for any PyTorch model).

e 40+ model have been
optimized/verified on bigdl-llm including
LLaMA/LLaMA2, ChatGLM/ChatGLM2,
Mistral, Falcon, MPT,
Baichuan/Baichuan2, InternLM, QWen

|nteIA|
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Al on Intel Xeon: Accelerate Llama 2 with
Intel® Al Hardware and Software Optimizations

Llama 2 Next Token Latency (INT8| Lower Is Better)

On 1 Socket Intel® Xeon® Scalable processor

95

Llama 2 Next Token Latency (Bfloat16| Lower Is Better)

On 1 Socket Intel® Xeon® Scalable processor
153
134
117 119
56

62 62 63 :
48 i
42
1 I I

Intel® 4thGen Xeon® 8480 1 Socket Intel ® Xeon® Max 9480 1 Socket

-
=
-
o
c
@
=
m
c
]
k>
o
-

Token latency (ms)

94
64 66

Intel ® 4th Gen Xeon® 8480 1 Socket Intel ® Xeon® Max 9480 1 Socket

W32 tokens input m 128 tokensinput H 1k tokens input 2k tokens input M 32 tokens input W 128 tokensinput m 1k tokens input 2k tokens input

e Criteria: Next (2"9) Token Latency < 100ms
* Optimized with Intel Extensions for PyTorch (IPEX)

Source: https://www.intel.com/content/www/us/en/developer/articles/technical/accelerate-llama2-ai-hardware-sw-optimizations.html
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