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Intel® Developer Cloud

Register at http://cloud.intel.com

HW services:

ForDevelopers

Get started with Intel hardware and

For Companies
Benchmark and Deploy Al at scale

For Partners

Al Infra services for Al SaaS

Development

Research

software providers
Evaluation o
Hardware qualification
Education andbenchmarking Intel compute services

Al training and inference
production workloads

Ecosystem Development

Sales Enablement

for third-party Al SaaS O

Ecosystem Development

New platform evaluation & software bring up
and porting (e.g. accelerators on 4th and 5t
Gen Intel® Xeon® processors: AMX,DSA, IAA,
QAT etc)

Enterprise Al benchmark evaluation on Intel®
Gaudi® 2 Al accelerators

HPC benchmark testing on Intel” Data Center
GPUs Max Series

Ecosystem partners (e.g, OEMs, CSPs, ISV's)
enabling

Large enterprise customers (data center)

Al infrastructure services:

Cloudinterface(s)

Intel Cloud Portal and APIs

Cloud Services

Cloud Infrastructure

intel

XEeON

MAX SERIES

intel.

GPU|

FLEX SERIES
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LLM model training and optimization

Al modeltraining and deployment for
inferencing

Al model deployment via CLI/SSH
automation

Al container deployment via k8s APls
Hosting platform for deploying AlaaS
Al disruptors (startups)

Established Al-savvy enterprises


http://cloud.intel.com/

Intel® Developer Cloud

Video: Get Started with Intel®
Developer Cloud | Intel Software

Register your accountat http://cloud.intel.com Access resources at http://console.cloud.intel.com

intel.

PRODUCTS  SUPPORT  SOLUTIONS  MORE + 2 D= Q, search Intel.com

Developers v Tools v Intel® Developer Cloud v = Overview

Intel® Developer Cloud

Accelerate Al development using Intel®-optimized software on the latest
Intel® Xeon® processors and GPU compute.

Get Started

Already a Member? Sign In >

Software Platforms Resources Customers

©

z -

Get Started with Intel

Early Technology Access Deploy Al at Scale

Get hands-on experience with the latest Evaluate prerelease Intel platforms and Speed up Al deployments with the latest
Intel® products. Empower your Al skills associated Intel-optimized software machine learning toolkits from Intel and
with Intel. stacks. libraries hosted on Intel® Developer
Cloud.

mteIAl
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COMPUTE

I’ Hardware Catalog
m

@ Compute Instances

=
Instance Groups
=

. Intel K8s Service

= Keys

SOFTWARE

% Training

[ Software Catalog

<< Collapse

Console Home

Quick Start

[ Hardwar

= Redeem coupon

Learning and Support

Getting started

& us-region-]

Gen Al Essentials

Text-to-Image with Stable
Diffusion

Launch

Image-to-Image
Generation with Stable
Diffusion

d engin

Launch Cf
Simple LLM Inference:
Playing with Language
Models
A hands-on experie n

and text
technical
kground needed.

Launch

Company Overview Contact Intel Newsroom Investors

Help +

Notifications

A

No notifications yet



http://cloud.intel.com/
http://cloud.intel.com/
https://www.youtube.com/watch?v=QFR3SvcTikY
https://www.youtube.com/watch?v=QFR3SvcTikY

intel.

HPC
TOOLKIT

Modeling & Simulation

Scientific Computing
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Analytics

intel.

oneAPI

BASE
TOOLKIT
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Nntel Software

intel.

Al Intel-Optimized Al Software Toolsand
TOoOLS Frameworks

Data Analytics at Scale: 228 MODIN Ill pandas N NumPy QSC'P y

N |
DL Inference and Training: T TensorFlow [ OPyTorch | ©penVIN® Com%k:g .
Classical ML: .@n %.CBoost & python”

Intel® DPC++/C++

® ™ - ® : Intel® Distribution
Tools Gaiici Intel® VTune™ Profiler Intel® Advisor oo
Performance Libraries: oneMKL oneDNN oneDAL oneCCL oneTBB
Direct Programming: C++ with SYCL C++ Fortran  OpenMP

Compilers:

Intel Fortran Compiler Intel C++/DPC++ Compiler

Hardware Interface — oneAPI Level Zero

CPU GPU

Download at intel.com/oneAPI or run tools on the Intel” Developer Cloud at cloud.intel.com

*QOther names and brands may be claimed as the property of others. SYCL is a trademark of the Khronos Group Inc.

Developer Tools

intel

RENDERING
TOOLKIT

High-fidelity Graphics
Visual Compute

Ray Tracing

Intel® Distribution
for Python

Intel® MPI

oneDPL

1

oneAPI


https://www.intel.com/content/www/us/en/developer/tools/oneapi/overview.html#gs.iicfss
http://cloud.intel.com/

Data Parallel C++:

oneAPI’'s implementation of SYCL
https://github.com/intel/llvm/tree/sycl/sycl

DPC++ =1S0O C++ and Khronos SYCL and community extensions
Freedom of Choice: Future-Ready Programming Model

Allows codereuse across hardware targets Direct Programming:
Permits custom tuning for a specific accelerator SYCL/Data Parallel C++
Open, cross-industry alternative to proprietary language
DPC++ =150 C++and Khronos SYCL and community Community Extensions
extensions
Desgned for da.ta parallel programming productivity | Khronos SYCL
Provides full native high-level language performance on par with standard C++ and broad

compatibility

Adds SYCL from the Khronos Group for data parallelismand heterogeneous
programming

Community Project Drives Language Enhancements

Provides extensions to simplify data parallel programming
Continues evolution through open and cooperative development
https://community.khronos.org/c/sycl
https://qithub.com/KhronosGroup/SYCL -Docs

Check the link to understand: SYCL™ 2020 &cification (revision 8) (khronos.org)
PDF version: Khronos SYCL Reqistry - The Khronos Group Inc

mteIAl
Summl DPC++ compiler that targets Nvidia GPUs



https://community.khronos.org/c/sycl
https://github.com/KhronosGroup/SYCL-Docs
https://www.codeplay.com/portal/02-03-20-codeplay-contribution-to-dpcpp-brings-sycl-support-for-nvidia-gpus
https://registry.khronos.org/SYCL/specs/sycl-2020/html/sycl-2020.html
https://registry.khronos.org/SYCL/

SYCL Basics: Simplitying Heterogeneous Programming

(CPU)

SYCL Application
Executed on...

« Host code Device code

submits...
Device
N
N
N
)
& Command
= Group
()
=
(@]
~2 P S 1 |
. Executedon.. = 1| |
Private Memory “ :
; N Command
Global Memory ] Queue
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SYCL Code in Action - A Glimpse Under the Hood

#include

int main() {
std: :vector<float> A(1024), B(1024), C(1024);

{
bufA {A}, bufB {B}, bufC {C};

q’
q.submit ([&] ( &h) {
auto A = bufA.get access(h, ),
auto B = bufB.get access (h, ),
auto C = bufC.get access (h, ),

h.parallel for (1024, [=] (auto i) {
C[i] = A[i] + B[i];

})

}
for (int i = 0; i < 1024; i++)
std: :cout << << i L << C[i] << std::endl;

mteIAl

Summl Check Intel Developer Cloud — essential SYCL tutorials to know more



https://console.idcservice.net/docs/tutorials/jupyter_training.html#jupyter-training

Openindustry initiative driving a vendor-
neutral software ecosystem for
multiarchitecture accelerated computing. >

oneAPI  Now governed by the Linux Foundation.

SpeCIflcatIOﬂ aﬂd Opeﬂ SOU rce Founding Members: ARM, Fujitsu, Google Cloud, Imagination Tech, Intel, Qualcomm, Samsung, VMware

Freedom to Make Your Best Choice

* Anopen alternative to single-vendor/proprietary lock-in @penVIN@ ) 4
enables easy architecture retargeting

= Open, standards-based programming (C++ with SYCL)so
software investments continue to add value in future hardware
generations

Performance — Realize All the Hardware Value
= Expose and exploit all the cutting-edge features and maximize Math Threading Parallel STL
performance across CPUs, GPUs, FPGAs, and other
accelerators. SYCL (C++)
Analytics/ [BININ ML Comm
» Powerful libraries for acceleration of domain-specific functions

Productivity — Develop Performant Code Quickly

*  One programming model for all — easy integration with existing
code including migration of CUDA code to SYCL

*» Based on familiar C++ — no need to learn a new language

* Interoperable with existing HPC standards including Fortran,
C/C++, OpenMP, and MPI, as well as Python with a rich set of
optimized Python libraries

Visit oneapi.io or https://uxlfoundation.org/ for more details

intel Al

Summlt *Other names and brands may be claimed as the property of others. SYCL is a trademark of the Khronos Group Inc.



https://www.oneapi.io/
https://uxlfoundation.org/

Migrate from CUDA* to C++ with SYCL*

Stop writing and maintaining different codebases for different architectures AL el
Migration Portal

. Choose your accelerated.c.:omputlng hardware and reuse code Migrate C++ with SYCL
with performance portability

=  Single C++ with SYCL codebase can run on accelerators with
multiple architectures from multiple vendors

=  Intel ® DPC++ Compatibility Tool & Open Source SYCLomatic
automatically migrates ~90-95%* of a typical CUDA appto SYCL

= Generates helpful comments to guide you to finish migration and
tune performance

» Visitthe CUDA to SYCL Migration Portal for tutorials, best
practices, code samples, apps catalog, and community support

DPC++ Compatibility tool repository - https://github.com/oneapi-src/SYCLomatic

Argonne & Arcvideo Migration Success Examples

NATIONAL LABORATORY THE. UNTVERSITY OF

TENNESSEE e)blender’
un

UNIVERSITY
OF UTAH

u IHE OLD DOMINION

Contrel

More in Ecosystem Support for Intel® one API

intel A
Summl lintel estimates as of March 2023. Based on measurements on a set of 85 HPC benchmarks and samples, with examples like Rodinia, SHOC, PENNANT. Results may vary.
*Other names and brands may be claimedas the property of others. SYCL is a trademark of the Khronos Group Inc.


https://www.intel.com/content/www/us/en/developer/tools/oneapi/training/migrate-from-cuda-to-cpp-with-sycl.html#gs.6wjmd0
https://www.intel.com/content/www/us/en/developer/tools/oneapi/training/migrate-from-cuda-to-cpp-with-sycl.html#gs.6wjmd0
https://www.intel.com/content/www/us/en/developer/tools/oneapi/training/migrate-from-cuda-to-cpp-with-sycl.html#gs.6wjmd0
https://www.intel.com/content/www/us/en/developer/tools/oneapi/ecosystem-support.html#gs.6y7w83

oneAPI Plug-ins for Nvidia* & AMD*

Codeplay Support for Nvidia & AMD GPUs to Intel® oneAP| Base Toolkit

oneAPI for NVIDIA & AMD GPUs

Free download of binary plugins to Intel® one API C++ / SYCL™ Source Code
DPC++/C++Compiler:

Nvidia GPU

AMD beta GPU

No need to build from source!

Plug-ins updated quarterly in-sync with SYCL 2020 oneAP| Base Toolkit

conformance & performance

,_ Y Ty

Priority Support
oneAPI for NVIDIA® oneAPI for AMD GPUs

Available through Intel, Codeplay & our channel GPUs (beta)

Requires Intel Priority Support for Intel one API \

DPC++/C++Compiler

Intel takes first call, Codeplay delivers backend support ‘ ‘

Codeplay provides access to older plug-in versions Download Nvidia GPU plug-in Download AMD GPU plug-in

Codeplay blog Codeplay press release

@ orpiler command: icpx—fsycl—fsycl-targets={backend} sample.dp.cpp
$backend?: use different backend optionsto specify either Intel CPU/Intel GPU/Nvidia/AMD hardware targets
IntelAl Check the backend target options from oneAPI DPC++ Compiler online users manual

SUI I “ I " *Other names and brands may be claimed as the property of others. SYCL is a trademark of the Khronos Group Inc.



http://developer.codeplay.com/products/oneapi/nvidia/
http://developer.codeplay.com/products/oneapi/amd/
https://codeplay.com/portal/blogs/2022/12/16/bringing-nvidia-and-amd-support-to-oneapi.html
../Codeplay®%20announces%20oneAPI%20for%20Nvidia®%20and%20AMD%20GPU%20hardware%20-%20Codeplay%20Software%20Ltd
https://intel.github.io/llvm-docs/UsersManual.html
https://www.intel.com/content/www/us/en/developer/tools/oneapi/base-toolkit-download.html?operatingsystem=linux&distributions=online

SYCL migration (demo)

Single file migration example

NVCC build: “nvcc <prjfolder>/cuda/ —I<path>/include -DBUILD_CUDA

DPCT usage: dpct --out-root=/path/to/output —-extra-arg="-l./include" --extra-arg="-DBUILD_CUDA

* Compile SYCL codes with Intel DPC++/C++ compiler: icpx —fsycl

Multiple files migration example (ex. makefile project)

= DPCT usages:

» cdcuda_project folder

* make clean

* intercept-buildmake // this will generate compile_commands.json file
* dpct —p compile_commands.json --gen-build-script

 generate a Makefile // need to manually check and modify toolchains names/parameters

mteIAl
summit



Migration Workflow overview

= Preparation: make sure your CUDA project can be built with nvcc.

* DPCT will use CUDA header files. Support multiple CUDA SDK versions.

= DPC++ Compatibility Tool (DPCT)

* Take .cu source files as input and generate the migrated .cpp files. Simple project for example,,
migrate a single kernel code.

= |ntercept-build

* For complex projects use makefile, use intercept-build command to create a compilation database
(.JSON) file.

or CUDA

Output .dp.cpp files:
- Migrated DPC++ code
DPCT helper classes/functions
- Marked un-migrated parts +
suggestions (in comments)

Compilation database Compatibility
JSON (Options, etc.) Tool (dpct) t

t Certain CUDA language header files may need to be accessible to the Intel® DPC++ Compatibility Tool

Technical Leadership Development engineering Intel Confidential

intel Ai
summit




User Guide Migration Rule

= Commands: dpct sample.cu --rule-file= --rule-file=

* YAML Rule files

Rule: rule_cudaMalloc
Kind: API

Priority: Takeover

In: cudaMalloc

Out: $type_name_of($2) “aaa = foo($deref($1), ($deref_type($1), $queue, $context, $device)
Includes: [“ccc.h”]

= CUDA source

// CUDA
Int* ptr;
cudaMalloc(&ptr, 50);

» Migrated SYCL

// Migrated SYCL

#include “ccc.h”

size_t *aaa = foo(ptr, (int *)&(&ptr), dpct:get_out_of_order_queue(),
dpct:get_default_context(), dpct::get_current_device());

|nteIA|

Summl https://oneapi-src.qithub.io/SYCLomatic/dev_quide/migrate-a-project/user-defined-migration-rules.html



https://oneapi-src.github.io/SYCLomatic/dev_guide/migrate-a-project/user-defined-migration-rules.html

C++ SYCL Tutorials on Intel Developer Cloud

r

intel Developer Cloud @ us-region-lv @ Help»
C++SYCL
0 Home i : . R
Essentials of SYCL Performance, Portability and Introduction to GPU Optimization
Learn to write performant and Productivity Learn GPU optimization techniques
COMPUTE portable code using oneAPl and Learn to write performant and using SYCL.
SYCL C++ portable HPC code for multiple
[] Hardware Catalog platforms with oneAP| and SYCL C++
{E':]} Compute Instances 3 Launch &4 ‘:.: Launch £ € Launch 4

o
Instance Groups
o

Migrate from CUDA? to C++ with
Intel K8s Service sycL®

Optimize apps from traditional CUDA

G\;° Keys environments
SOFTWARE & Launch

Trainin ——
e

[ Software Catalog

LLM Fine-tuning with QLoRA Text-to-Image with Stable Image-to-Image Generation with
Fine-tune an LLM to enhance Text-to- Diffusion Stable Diffusion
SQL query generation. A Creative Playground for Artists, Perfect for artists and engineers who
Writers, and Engineers want to see theirimages transformin
creative and unexnected wavs.
<< Collapse
®© Intel Corporation Terms of Use *Trademarks Cookies Privacy Supply Chain Tr

intel Al

. ) L ® . .
summit Check the link to find more details :Intel® one APl DPC++/C++ Compiler Developer Guide and Reference



https://www.intel.com/content/www/us/en/docs/dpcpp-cpp-compiler/developer-guide-reference/2024-0/overview.html

Unveiling performance bottleneck - Intel” VTune™ Profiler

system/application performance profiler

= Data Collection

- multiple hardware performance metrics
- Hardware PMU, perf, ftrace, custom data
collector.

= Data in groupings options
- By functions, processes, module, threads,
cores

= Datain Timeline

- performance metrics distribution

= Flexible workflow —

- GUlorcommand line
- Remote collection

= Multi-purpose focus
analysis types

- Python, GPU, memory bandwidth, IO and etc.

intel Ai
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VTune Command Line: Power and Flexibility (Demo)

= vtune -collect gpu-offload -no-summary -r ./result_gpu-offload — $app}

~oot@nntpat99-39:/home/vtune/matrix_multiply vtune# vtune -report summary -r ./result_gpu-offload
rtune: Using result path ~/home/vtune/matrix_multiply_ vtune/result_gpu-offload®
rtune: Executing actions 75 % Generating a report Elapsed Time: 11.235s
GPU Utilization: 18.1%
| GPU utilization is low. Consider offloading more work to the GPU to
| increase overall application performance

| 1 = vtune -report hotspots -group-by=source-

GPU Utilization
GPU Engine GPU Utilization(%)

computing-task -column="Total Time,Average

Jottest GPU Computing Tasks

“omputing Task Total Time Execution % of Total Time(%) Instance Count Timellnsta nce Count" _Sort-descz"Tota| Time" -r

fatrixl_1<float> 1.146s 1.13es 98.6% 1

ellection and Platforn Tnfo o ” o : . / result_gpu-programming-api / -g
Application Command Line: ./matrix.dpcpp -_—

Operating System: 5.4.30 DISTRIB_ID=Ubuntu DISTRIB_RELEASE=20.84 DISTRIB_CODENAME=focal DISTRIB_DESCRIPTION="Ubuntu 20.e4 LTS"
Computer Name: nntpat99-39

Result Size: 98,0 MB petrova@dtc-nuc-031:/localdisk/mpetrova/matrix_multiply vtune$ vtune -report hotspots -group-by=source-computing-task -column=
Collection start time: 12:44:24 28/02/2621 UTC “Total Time,Average Time,Instance Count" -sort-desc="Total Time" -r ./result_gpu-programming-api/ -gq
Collection stop time: 12:44:36 28/82/20821 UTC Column filter is ON.
EIEEIER T SENEEE ST CRNER L ENERGES R SISIEARE ST (LA S G AT Source Computing Task (GPU) Computing Task:Total Time Computing Task:Average Time Computing Task:Instance Count
cPU
Name: Intel(R) Processor code named Skylake R s e e 0 T o s
Frequency: 2.592 GHz 1atr1:1<flqat> ; 0.117s 0.117s 1
Logical CPU Count: 8 :eCommandL?stAppendMemoryCopyReglon 9.001s 0.0e01s 1
Max DRAM Single-Package Bandwidth: 19.080 GB/s zeCommandListAppendBarrier ©.000s - 0.0008s 1

GPU
Name: Iris Pro Graphics 586
vendor: Intel Corporation
EU Count: 72
Max EU Thread Count: 7
Max Core Frequency: 958.880 MHz
GPU OpenCL Info
Version
Max Compute Units: 72
Max Work Group Size: 256
Local Memory: 65,5 KB
SVM Capabilities

iecommendations:

GPU Utilization: 10.1%
GPU utilization is low. Switch to the for in-depth analysis of host
activity. Poor GPU utilization can prevent the application from
offloading effectively.
Array Stalled/Idle: 69.8% of Elapsed time with GPU busy
GPU metrics detect some kernel issues. Use GPU Compute/Media Hotspots
(preview) to understand how well your application runs on the specified
hardware.

intel Al

Summlt * Using the Command-Line Interface to Analyze the Performance of a... (intel.com)
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https://www.intel.com/content/www/us/en/docs/vtune-profiler/cookbook/2024-0/profiling-gpu-from-cli.html
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Profiling Machine Learning Applications (Demo)

*  Enabled ITT instrument APls [Eaecens INTELVTUNE PROFILER

i n u p = St re a m e d Analysis Configuration  Collection Log Summary Bottom-up Caller/Callee  Top-down Tree Flame Graph  Platform
oneDNN(dnnl) library,
P h Top Tasks

yto rc o This section lists the most active tasks in your application

° e Xp 0 rt T:m( Ty po Task Time & Task c;oum% Average Task T(,'Ol;%
ONEDNN _ ENABLE_JIT _PROFI B 1 0.000s

* Use python ITT APIs inside
Pytorch framework

Hotspots ®
Analysis Configuration  Collection Log Summary Bottom-up Caller/Callee Top-down Tree Flame Graph  Platform
O: dp e o & | 11400 18 116 1 1

with torch.autograd.profiler.emit itt():

torch.profiler.itt.range_push('training')

model.train() |
for batch index, (data, y ans) in enumerate(trainLoader):

data = data.to(memory format=torch.channels last)

optim.zero grad()

y = model(data)

loss = crite(y, y_ans)
loss.backward()
optim.step()

intel Al

Summlt Check the online documentation for details: Profiling Machine Learning Applications (NEW) (intel.com)



https://www.intel.com/content/www/us/en/docs/vtune-profiler/cookbook/2024-0/profiling-machine-learning-applications.html

1 ~/client2/base X [ Command Prompt X 4+ - _ a %

(flwr_client) - base

Hezp 0 PATFNcERTT €N OW 7w OM ~ 02 Guw Juxe

|nteIA|
summit
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Resources for V T une Profiler

Documentation
Installation Guide (All Operating Systems)
User Guide

Processor Tuning Guides

Release Notes

System Requirements

Training
Basics

Boost CPU Performance [2:00]

Seven Steps to GPU Application Performance

Analyze Common Performance
Bottlenecks: Linux* | Windows*

Profile Heterogeneous Computing
Performance [25:33]

Code Samples
Get Started with Profiling

Matrix Multiply for Heterogeneous
Applications

Learn how to profile a code that's compliant
with SYCL for CPU and GPU using Intel VTune
Profiler. The sample contains

three implementations of matrix
multiplication using different SYCL features

Matrix Multiply for C Code Running on a CPU

Learn how to use Intel VTune Profiler to
profile C code running on a GPU. Six different
implementations with various levels of CPU
optimizations are included.

Configuration

Profile without Drivers

Profile Docker* Containers

Use Intel VTune Profiler Server with

Microsoft Visual Studio* Code and Intel®

Developer Cloud

GPU Profiling Tutorials

Profile an OpenMP Offload
Application That Runs on a GPU

Build and compile an OpenMP
application offloaded onto an Intel
GPU. Use Intel VTune Profiler to run
analyses with GPU capabilities (HPC
performance characterization, GPU
offload, and GPU compute and
media hot spots) on the OpenMP
application, and then examine the
results.

Profile a SYCL* Application Running

on a GPU

Learn how to use Intel VTune
Profiler to run a GPU analysis on the
SYCL application and examine the
results.

Visit VTune product page for more details - https://www.intel.com/content/www/us/en/developer/tools/oneapi/vtune-profiler.ntml


https://www.intel.com/content/www/us/en/docs/vtune-profiler/installation-guide/current/overview.html
https://www.intel.com/content/www/us/en/docs/vtune-profiler/user-guide/current/overview.html
https://www.intel.com/content/www/us/en/developer/articles/guide/processor-specific-performance-analysis-papers.html
https://www.intel.com/content/www/us/en/developer/articles/release-notes/vtune-profiler-release-notes.html
https://www.intel.com/content/www/us/en/developer/articles/system-requirements/vtune-profiler-system-requirements.html
https://github.com/oneapi-src/oneAPI-samples/tree/master/Tools/VTuneProfiler/matrix_multiply_vtune
https://github.com/oneapi-src/oneAPI-samples/tree/master/Tools/VTuneProfiler/matrix_multiply_vtune
https://github.com/oneapi-src/oneAPI-samples/tree/master/Tools/VTuneProfiler/matrix_multiply_c
https://www.intel.com/content/www/us/en/docs/vtune-profiler/cookbook/2023-1/profiling-openmp-offload-application.html
https://www.intel.com/content/www/us/en/docs/vtune-profiler/cookbook/2023-1/profiling-openmp-offload-application.html
https://www.intel.com/content/www/us/en/docs/vtune-profiler/cookbook/2023-1/profiling-dpc-application.html
https://www.intel.com/content/www/us/en/docs/vtune-profiler/cookbook/2023-1/profiling-dpc-application.html
https://www.youtube.com/watch?v=piJhu7sI3Iw
https://www.intel.com/content/www/us/en/developer/articles/technical/get-ultimate-gpu-performance-in-7-steps-with-vtune.html
https://www.intel.com/content/www/us/en/docs/vtune-profiler/tutorial-common-bottlenecks-linux/current/overview.html
https://www.intel.com/content/www/us/en/docs/vtune-profiler/tutorial-common-bottlenecks-windows/current/overview.html
https://www.intel.com/content/www/us/en/developer/videos/profile-heterogeneous-computing-performance-vtune.html
https://www.intel.com/content/www/us/en/developer/videos/profile-heterogeneous-computing-performance-vtune.html
https://www.intel.com/content/www/us/en/docs/vtune-profiler/cookbook/current/profiling-hardware-without-sampling-drivers.html
https://www.intel.com/content/www/us/en/docs/vtune-profiler/cookbook/current/profiling-in-docker-container.html
https://www.intel.com/content/www/us/en/docs/vtune-profiler/cookbook/current/using-vtune-server-with-vs-code-intel-devcloud.html
https://www.intel.com/content/www/us/en/docs/vtune-profiler/cookbook/current/using-vtune-server-with-vs-code-intel-devcloud.html
https://www.intel.com/content/www/us/en/docs/vtune-profiler/cookbook/current/using-vtune-server-with-vs-code-intel-devcloud.html

Powering Al Innovation: Intel®
Intel Optimized Al Software tools

—xtension for

PyTorch
ECOSYSTEM Lightring
FRAMEWORKS Intel® Extension for Py Torch*
LIBRARIES

inteIAi Check this official documentation link for further details - Welcome to Intel® Extension for Py Torch* Documentation!

Summ|t Installation, code examples, optimization details
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Simple LLM Inference: Playing with Language Models(Demo)
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Gen Al Essentials

LLM Fine-tuning with QLoRA

Fine-tune an LLM to enhance Text-to-

SQL query generation.

@ Launch &

Retrieval Augmented Generation
(RAG) with LangChain

A hands-on example leveraging
Retrieval Augmented Generation
(RAG) with LangChain and custom

dataset vector search.

= 7
G Launch [

Text-to-Image with Stable
Diffusion

A Creative Playground for Artists,

Writers, and Engineers

@ Launch f

Simple LLM Inference: Playing
with Language Models

A hands-on experience on language
models and text generation, no

technical background needed.

Terms of Use
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Image-to-Image Generation with
Stable Diffusion

Perfect for artists and engineers who
want to see theirimages transformin

creative and unexpected ways.

@ Launch

Optimize Code Generation with
LLMs

Streamline and enhance the code

development process with cutting

edge LLMs.
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Fine-tuning Llama 2 models on Intel® Data
Center GPUs using BigDL LLM

Fine-tuning Llama 2 models on Intel® Data Center GPUs
using BigDL LLM

Llama 2 70B BigDL QLoRA Fine-tuning Time (Hours)
Lower is better

13.00

7.10
5.50
I ”

4 GPUs 8 GPUs 4 GPUs 8 GPUs

Intel Data Center GPU Max 1100 Intel Data Center GPU Max 1550

Figure 2. Llama 2 70B Fine-Tuning Performance on Intel® Data Center GPU
Referto Configurations and Disclaimers for configurations

Fine-tuning larger LLMs, such as the Llama 2 70B, demands increased computational power, VRAM, and time. In
our assessments with configurations of 4 and 8 Intel® Data Center GPU Max Series cards on a single server, we
observed notable efficiency gains. Specifically, a single server equipped with 8 Intel® Data Center GPU Max Series
GPUs significantly expedites the process, completing the fine-tuning of the Llama 2 70B model in roughly 200
minutes, or 3.14 hours. This setup emerged as the most efficient among those we tested.

mteIAl

Inference Performance data on Intel® Data
Center GPUs

Accelerating LLM Inference on Intel Data Center GPUs using

BigDLLLM

BigDL-LLM INT4 Inference Performance
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Figure 2. INT4 Inference Performance on Intel® Data Center GPUs
Referto Configurations and Disclaimers for configurations.

With Self-Speculative Decoding, we observed significant latency improvement for FP16inference
(compared towithout Self-Speculative Decoding). The graph below compares the inference latency for
Llama2 7B/13B and Mistral 7B on Intel Data Center GPU Max 1550, under INT4 and FP16 using BigDL-
LLM. In average, Self-Speculative Decoding brings about 35% improvements for FP16 on nexttoken
latency.

summit BigDL LLM repository: https://github.com/intel-analytics/BigDL
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Simple LLM Inference: Playing with
Language Models
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text generation, no technical background
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More Questions?
Professional and Community Support Available

Priority Support for Intel Toolkits Free Community Support

Every paid version of Intel® oneAPI Base, HPC, and

Rendering Toolkit products includes Priority Support St BEn e (el Cemir e 0 [H5 16 EESE AT

Software Forums

= Directand privateinteraction with Intel’s support = Supported by community technical experts and
engineers, including the ability to submit confidential monitored by Intel Engineers

support requests
oL 4 = Answersto commonly asked questions

= Accelerated response time for toolkit-related technical A i - d self-help f
questions and other product needs ccess to online tutorials and selt-help forums

=  Free download access to all new product updates and " Troubleshooting guidance from fellow developers

continued access to older versions of the product

= Ability to influence product features and quality Intel® oneAP| Base Toolkit
L] Priority 5upp°rt for escalated defects Multiarchitecture C++ and Python* Developer Tools for Open Accelerated Computing

» Access toavastlibrary of self-help documentation that
builds off decades of experience in creating high-
performance code

This board v Q Search Intel Community

= Additional services at reduced cost, including on-site or
online training and consultation by Intel technical consulting
engineers
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Notices and Disclaimers

For notices, disclaimers, and details about performance claims, visit
www.intel.com/Performancelndex or scan the QR code:

© Intel Corporation. Intel, the Intel logo, and other Intel marks are trademarks of Intel Corporation or
its subsidiaries. Other names and brands may be claimed as the property of others.
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